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Abstract

Peerto-peersystemsre positionedo take advantaye of
gainsin networkbandwidth storage capacity and com-
putationalresoucesto provide long-termdurable stor
ageinfrastructues.In this paper wequantitativelycom-
pare building a distributedstorage infrastructue thatis
self-repairing and resilientto faultsusingeithera repli-
cated systemor an erasuie-resilient system. We show
that systememployingerasue codeshave meantime
to failuresmanyorders of magnitudehigherthan repli-
cated systemswith similar storage and bandwidthre-
guirements.More importantly erasue-resilientsystems
usean order of magnitudelessbandwidthand storage to
providesimilar systendurability asreplicatedsystems.

1 Intr oduction

Todays exponential grovth in network band-
width, storage capacity and computational re-
sourceshas inspired a whole new class of dis-
tributed, peerto-peerstorageinfrastructures. Sys-
tems such as Farsite [2], Freenet[4], Intermem-
ory [3], OceanStorgB], CFS[5], andPAST [7] seek
to capitalizeontherapidgrowth of resourceso pro-
vide inexpensve, highly-available storagewithout
centralizedseners. The designerof thesesystems
proposeto achieve high availability andlong-term
durability, in thefaceof individual componenfail-
ures,throughreplicationandcodingtechniques.
Althoughwide-scalereplicationhasthe potential
to increaseavailability and durability, it introduces
two importantchallengeso systemarchitects First,
systemarchitectanustincreasehe numberof repli-
casto achieve high durability for large systems.

Secondthe increasen the numberof replicasin-
creaseshe bandwidthand storagerequirement®of
the system.

This paper makes the following contrikutions:
First, we briefly quantify the availability gainedus-
ing erasurecodes. Secondwe shav that erasure-
resilientcodesuseanorderof magnituddessband-
width andstoragehanreplicationfor systemswith
similar meantime to failure (MTTF). Third, we
shav that employing erasue-resilient codesin-
creasethe MTTF of the systemby mary ordersof
magnitudeover simple replication with the same
storageoverheadandrepairt times. The contriku-
tions of this work over [3, 12] are the addition of
bandwidthasa comparison.

2 Background

Two commonmethodsusedto achieve high dura-
bility of dataare completereplication[2, 7] and
parity schemesuchasRAID [9]. Theformerim-
posesextremely high bandwidthand storageover-
head,while the latter doesnot provide the robust-
nessnecessaryo survive the high rate of failures
expectedn thewide area.

An erasue codeprovidesredundang withoutthe
overheadof strict replication. Erasurecodesdivide
anobijectinto m fragmentsandrecodetheminto n
fragmentswheren > m. Wecallr = 7+ < 1the
rate of encoding.A rater codeincreaseshe stor
agecosthby afactorof % Thekey propertyof era-
surecodesis thatthe original objectcanbe recon-
structedrom anym fragments For example,using

!Datais periodicallyrepairedto replacelost redundang in
bothreplicatedanderasureencodedsystems.



anr = i encodingonablock dividestheblockinto

m = 16 fragmentsaandencodesheoriginal m frag-

mentsinto n = 64 fragmentsjncreasinghestorage
costby afactorof four.

Erasurecodesare a supersetof replicatedand
RAID systems.For example,a systemthat creates
four replicasfor eachblock canbe describedby an
(m = 1, n = 4) erasurecode.RAID level 1,4, and
5 canbedescribedby an(m = 1, n = 2), (m = 4,
n = 5), and(m = 4, n = 5) erasurecode,respect-
fully.

DataIntegrity: Erasurecodingin amaliciouservi-
ronmentrequiresthe preciseidentificationof failed
or corruptedfragments Without the ability to iden-
tify corruptedfragmentsthereis potentiallya fac-
torial combinatiorof fragmentgo try to reconstruct
theblock; thatis, () combinationsAs aresult,the
systemneedsto detectwhen a fragmenthasbeen
corruptedanddiscardit. A secureverificationhash-
ing schemecansene the dual purposeof identify-
ing and verifying eachfragment. It is necessarily
thecasethatary m correctlyverifiedfragmentsan
be usedto reconstructhe block. Sucha schemas
likely toincreasehebandwidthandstorageequire-
ments,but canbe shavn to still be mary timesless
thanreplication.

3 Assumptions

We assumehatreplicatedanderasureencodedsys-
temsconsistof a collectionof independentlyiden-
tically distributed failing disks— sameassumption
madeby both A Casefor RAID[9] and disk man-
ufacturers— andthat failed disks are immediately
replacedby new, blank oneg. During dissemina-
tion, eachreplica(or fragmen} for a givenblock is
placedonaunique randomlyselectedlisk. Finally,
we postulatea global sweepandrepairprocesshat
scanghe system attemptingto restoreredundang
by reconstructingeachblock andredistrituting lost
replicas(or fragments)over a new set of disks—
Repairin RAID[9] is triggered when a disk fails,
whichis fundamentallydifferentthansweepandre-
pair. Sometype of repairis required; otherwise,

2\We areignoring othertypesof failuressuchas software
errors,operationakrrors,configurationproblems etc.,for this
simpleanalysis.

datawould be lost in a coupleyearsregardlessof
theredundang. We denotethetime periodbetween
sweepof thesameblock anepod.

4 Availability

Availability gained using erasure codes is a
result of exploiting the statistical stability of
a large number of components. The avail-
ability of a block can be computedas follows

probabilitythata block s available

total numberof fragments

numberof fragmentseededor reconstruction
total numberof machinesn theworld
numberof currentlyunavailablemachines

SR

w (DO

wherethe probability a block is availableis equal
to the numberof waysin which we canarrangeun-
available fragmentson unreachableseners multi-
plied by the numberof waysin which we canar
rangeavailable fragmentson reachableseners, di-
vided by thetotal numberof waysin whichwe can
arrangeall of thefragmentson all of theseners.
With a million machines.ten percentof which
are currently down, simply storing two complete
replicasprovidesonly two nines(0.99) of availabil-
ity. A rate% erasurecodingof a documentnto 32
fragmentsgives the documentover eight nines of
availability (0.999999998), yet consumeshe same
amountof storageand bandwidth, supportingthe
assertiorthatfragmentatiorincreasesvailability.

5 SystemComparison

We usethesamesystensize(total blodks) andwrite
rate (©Blocks) 1o comparesystemsbasedon repli-
cationto that of erasurecodes. In this sectionwe
make three comparisons. First, we fix the mean
time to failure (MTTF) of the systemand repair
epot. Secondwe fix the storageoverheadandre-
pair epoch.Finally, we fix the MTTF of the system
andthe storageoverhead.

We comparereplicatedanderasureencodedsys-
tems (denotedby z) in termsof total storagesS,,
total bandwidth(leaving the sourceor enteringthe



destination) BW,, and the total numberof disk
seeksrequiredto sustainrate (repair write, and
read)D,. We do not comparereadswhenconsid-
ering storageandbandwidthbecaus¢he amountof
datarequiredto reada block is the samefor both
systemsi;thatis, m fragmentsis equivalentto one
replicain storageandbandwidthrequirements.

5.1 Fix MTTF and Repair Epoch

In this subsectiorwe compareeplicatedsystemso
erasureencodedsystemsthat have the samefixed

systemMTTF andrepairepoch.

Assumingthat we storeand do not deletedata,
thetotal systemsizein termsof thetotal numberof
fixedsizeblocks B thatwill bereachedhroughout
thesystemdifetime canbecomputedisingthetotal
numberof usersN asfollows

B = - total seconds

N. wBlocks
S

More generally givena systemsize (definedby the
numberof users)we focuson answeringthe ques-
tion, what are the resourcesequiredto storedata
in a systemlong-term. We definethe durability of
the systento be the expectedMTTF of losing any
blockis sufiiciently largerthantheexpectedifetime
of the systemgivensomenumberof users.Thatis

MTT Fyock

MTTFsystem = B

> total seconds

We derive how to computestorage pandwidth,and
disk seeksrequiredby solving the following equa-
tions.

S; = totalbytesstoredin systenx
BWZ‘ = Bsz'M’te + BWzrepa.i'r
D, = Dzwrite + Dzrepair + Dz'read

S is thetotal storagecapacityrequiredof the sys-
temz, BW, is afunctionof thebandwidthrequired
to supportbothwritesandrepairof thetotal storage
every repairepoch,and D, is the numberof disk
seeksrequiredto supportrepair writes, andreads.
The repairbandwidthis computedby dividing the
total bytes storedby the repair epoch. Next, we
computethe storagefor bothsystems

Spept = b-R-B

n-B=b---B

N =

b
Serase = —-
m

whereR is thenumberof replicasy = " istherate
of encoding,andb is the block size. We now com-
putethe bandwidthin termsof storageasfollows

_ wBlocks + Srepl

BWyew = b-R-N
S Erepl
1 Bl k erase
BWerase = b_Nw OCS+S
r S €erase

where e, is the repair epoch of systemz €
{replica,erasure}. We shawv now that the band-
width dueto only theoriginal databeingwrittenand
repairedcanbe expressedsDataRate

B B
DR, = Nw locks B

s e

Further we computethe numberof disk seeksre-
quiredto supportwrites, repair andreads. db;, is
thesizeof adisk block.

— . . wBlocks . _B
Dyey = (R-N-uBlocks 4 . B

+1)-ﬁ

_ . . wBlocks . B . b
Derase = (’l’l N S +n €Cerase +m) m-dbsz

The above equationstatesthat the numberof disk
seekgequiredis dependentn the numberof repli-
cas(or total numberof fragments)throughputsys-
tem size, repair epoch,the numberof replicas(or
fragmentsheededo reconstructhe block, andthe
numberof replicas(or fragments)that canfit in a

disk block.

Finally, areplicatedsystemcanbecomparedo a
similar erasureencodedsystemwith the following
bandwidth storageanddisk seekratios

s @
BWrgpl R- DRrepl
— = - 3
BWerase % “DRerase Rer ( )
Derase (TL -DRerase + m) ) #},sz

We make the abstractnumbersconcreteusing the
following parametersas appropriate. Bolosky et.
al[2] measuredthat an average workstation pro-
duces35% of data. We associatea workstation
with a user We setb = 8kB blocks, dbs, = 8kB
disk blocks, N = 224 users,eqepr = €erase = 4
months,and MTT Fyyster, > 1000 years. As a
consequencef the former parametersve calculate
B = 10'7 total blocks;hence MTT Fypet, = 10%°
years. Finally, usingthe analysisdescribedn [12]
andreprintedin AppendixA, we solve for thenum-
ber of replicasandrate and computethat R = 22



andr = 2 =
tively.

Applying theseparameter$o equation, 3, and
4 we producethe following result

% satisfyabore constraintsyespec-

BWrepl o
BWerae
S’repl - 11
Serase
Drepl - 11
Derase

Theseresultsshav thatareplicatedsystenrequires
anorderof magnitudemorebandwidth storageand
diskseeksasanerasurencodedystemof thesame
size.

5.2 Fix Storage Overhead and Repair
Epoch

The sameformulasfrom subsectiorb.1 abore can
be usedto verify durability of systemcalculations
presentedn [3, 12]. For example,usingour simple
failuremodelpresentedn section3 andparameters
in section5.1,wesetrepairtime of e,¢;; = €¢rase =
four months,R = two replica$, andrater = 2.
Both the replicatedand erasureencodedsystems
have the sameapparenstorageoverheadof a fac-
tor of two. Using Appendix A, we computethe
MTT Fy,. Of ablock replicatedonto two seners
as 74 yearsandthe MTT Fy,.; of a block using
arate  codeonton = 64 senersas10? years!
It is this differencethat highlightsthe advantageof

erasurecoding.

5.3 Fix MTTF and StorageOverhead

As a final comparisonwe canfix the MTTF and
storageoverheadbetweena replicatedand erasure
encodedsystem. This implies that the storageand
bandwidthfor writes are equvalent for thesetwo
systemsin this caseerasureencodedsystemsnust
be repairedlessfrequently andhence requireless
repairbandwidth.

For example,we candevise systemghat have a
MTTFy,.. = 10° yearsafactorfour storageover-
head,B = 1000 blocks,anda MTT Fyystem =
1000 years.Thereplicatedsystemmeetsthe above

%In section5.1 R = 22 to attainthe samedurability

requirementsusing R = four replicasand a re-
pair epochof e,.,; = onemonth. The erasureen-
codedsystenmeetshesameequirementsisingan
r = % = 1 codeandarepairepochof ec,qse = 28
months. The replicatedsystemuses28 timesmore
bandwidththanerasureencodedystemfor repair
If, instead the MT'T Fyor, = 10%° years,B =
10'7 blocks, MTT Fyyster, = 1000 (as described
in subsectiorb.1), andstill usinga factor of four
storageoverheadtheerasurencodedystenmeets
the requirementsisinganr = $ = | codeanda
repairepochof e.,.s¢c = 12 monthsbutareplicated
systemwith R = 4 replicaswould have to repairall

blocksalmostinstantlyandcontinuously

6 Discussion

The previous section presentedhe advantagesof
erasurecodes,but thereare somecaveatsas well.
Two issuesthat we would like to highlight arethe
needfor intelligent buffering of dataandthe need
for caching.

Eachclient in an erasure-resiliensystemsends
message® alargernumberof distinctsenersthan
in areplicatedsystem.Further the erasure-resilient
systemsendssmaller “logical” blocks to seners
than the replicatedsystem. Both of theseissues
could be consideredenoughof a liability to out-
weightheresultsof thelastsection.However, wedo
notview it thisway. First, we assumehatthe stor
agesenersareutilized by a numberof clients;this
meanghatthe additionalsenersaresimply spread
over a larger client base. Second,we assumen-
telligent buffering and messageaggreation. Al-
thoughthe outgoing fragmentsare “smaller”, we
simply aggrgate them togetherinto larger mes-
sagesandlarger disk blocks,therebynullifying the
consequencesf fragmentsize. Theseassumptions
areimplicit in our explorationvia metricsof total
bandwidthand numberof disk blocksin the previ-
oussection.

Anotherconcernabouterasure-resiliensystems
is that the time and sener overheadto perform
a read hasincreasedsince multiple seners must
be contactedo reada single block. The simplest
answerto sucha concernis that mechanismgor
durability shouldbeseparatedfom mechanismgor



latencyreduction Consequentlywe assumethat
erasure-resilientodingwill be utilized for durabil-

ity, while replicas(i.e. caching)will be utilized for

lateny reduction. The nice thing aboutthis orga-

nizationis thatreplicasutilized for cachingaresoft-

stateandcanbeconstructe@nddestrgedasneces-
saryto meetthe need=of temporallocality. Further

prefetchingcanbe usedto reconstructeplicasfrom

fragmentsn advanceof their use.

7 Future Work

We presentsomeopenresearchissuesthat affect
bothreplicatedanderasureencodedsystemsalike.

Failure Independence: The most troubling as-
sumptionof the previous sectionsare that failures
areindependenandidentically distributed Thisis
not true for all setsof storageseners. We list two
possibletechniquegdo addressndependencekirst,
mostrouting overlay networks, suchas CAN [11],
Chord[13], Pastry[7], and Tapestry14], provide a
locationandroutinginfrastructurghatpermitsfrag-
mentsto be distributed to geographicallydiverse
locations, eliminating a large classof correlations
causedby natural disasters,denial of serviceat-
tacks,and administratre boundaries.Second,so-
phisticatedmeasuremenéand modelingtechniques
couldbeusedto choosea setof nodeghataremax-
imally independentluring fragmentdissemination.

Efficient Repair: Action mustbetakento maintain
replicas(or fragments)despitefailure; otherwise,
all replicas(or fragments)will belost. The sweep
andrepairis simplistic becausét assumeshat all

datain theworld is reconstructedn someperiodic
basis. While this is not entirely implausible(every
objectis independenandcould be repairedin par

allel), it doesconsumeamary resources.

8 RelatedWork

The idea of a global-scale,distributed, persistent
storageinfrastructurewas first motivated by Ross
Andersonin his proposalfor the Eternity Ser
vice [1]. To our knowledgethe tradeofs between
bandwidth storageanddisk seeksvhencomparing
areplicatedsystemo anerasureodedsystemhave

notbeendiscussedh literature.A discussiorof the
durability gainedfrom building a systemfrom era-
surecodesfirst appearedn Intermemory[3]. The
authorsdescribehow their techniqueincreasesan
objects resilienceto nodefailure, but the system
doesnotincorporatearepairmechanisnthatwould
alsoincreasebjectsdurability. Morerecentlythere
hasappeared large body of work on the subjectof
wide-scale distributed storage.FreeHaen [6] is a
systentor anorymouspublishingthatusesaninfor-
mationdispersahklgorithm,in a manneranalogous
to erasurecodes.

Our discussionin Section6 motivatedthe need
for a hybrid system.OceanStorg8] is a distributed
storagesystemthat usesthe notion of promiscuous
cading, wherereplicasare soft-stateand only for
readbenefit,while erasurecodesareusedfor dura-
bility.

Other systems with similar goals include
PAST [7] and Farsite[2]. PAST is a large-scale
peerto-peerstorageutility. Farsiteseekgo provide
an organizational-scaledistributed file system
comprisedof cooperating,but not trusting, ma-
chines. Both rely on replicationfor durability and
availability.

9 Conclusion

In this paperwe have describedthe availability
anddurability gainsprovidedby anerasure-resilient
system.We quantitatvely comparedsystemsased
on replicationto systemsbasedon erasurecodes.
We shawvedthatthe meantimeto failure (MTTF) of
anerasurencodedystencanbeshovn to bemary
ordersof magnitudehigherthanthatof areplicated
systemwith the samestorageoverheadand repair
period. A novel resultof our analysisshaved that
erasure-resilientodesuse an order of magnitude
lessbandwidthandstoragehanreplicationfor sys-
temswith similar MTTF. Finally, if careis takento
take advantageof temporalandspatiallocality era-
sureencodedystemsanuseanorderof magnitude
lessdisk seekghanreplicatedsystems.
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A Appendix: Durability Derivation

In this appendixwe describethe mathematicsnvolved
in computingthe meantimeto failure (MTTF) of a par-
ticular erasureencodedlock.

Consideringthe sener failure modelandrepair pro-
cessas describedin Section3, we can calculatethe
MTTF of a block as follows. First, we calculatethe
probability that a given fragmentplacedon a randomly
selecteddisk will survive until the next epochas

 [lpa)l—e
pe) = / D ©)
- i [yt -eya (6)

e

wheree is the lengthof anepoch,u is the averagelife
of adisk,andp4(!) is the probability distribution of disk
lives. This equationis derived similarly to the equation
for theresidualaveragelifetime of a randomlyselected
disk. Theterm I‘Te reflectsthe probability that, given
a disk of lifetime I, a new fragmentwill land on the
disk earlyenoughin its lifetime to survive until the next
epoch. The probability distribution p4(!) wasobtained
from disk failure distributionsin [10], augmentedby the
assumptiorthat all disksstill in serviceafterfive years
arediscardedalongwith their data.

Next, givenp(e), we cancomputethe probabilitythat
ablock canbereconstructeafteragivenepochas

n

> (B)pera-perm o

m=rn

o(e) =

wheren is the numberof fragmentsper block andr is
therate of encoding.This formula computeghe proba-
bility thatat leastrn fragmentsarestill availableat the
endof theepoch.

Finally, the MTTF of a block for a given epochsize
canbecomputeds

o0

MTTFsoer(e) = e- > il —ps(e)]lpo(e)]’ (8)
i=0
Do (e)
1 —ple)’ ©)

This last equationcomputesthe average number of
epochsa block is expectedto survive times the length
of anepoch.



