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The  Control of Congestion in 
,Packet-Switching Networks 

DONALD WATTS DAVIES 

Abstract-Any communication  network has  a finite  traffic  capacity 
and if it is offered traffic beyond  the  limit it must  reject  some of it. 
The  data-communication  network  studied  here is one  employing 
packet  switching,  like  the  Advanced  Research  Project  Agency 
(ARPA)  network. It handles  blocks of data,  called  packets,  and 
longer messages are  subdivided,  rather  in  the  same way  that store 
in  a  computer is allocated  in  pages. 

A method of controlling  congestion is proposed in  which  there is 
a  finite  number of packet’carriers  in  the  whole  network.  When  a 
packet of data is delivered  to its destination  node  the  ccempty” 
packet is available for reuse. The  empties  move randomly round 
the  network  and new data must capture an empty packet carrier 
before  being  launched  into  the  network.  Various  elaborations  are 
described that avoid  delay  in normal conditions.  This  so-called 
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Ysarithmic”  method of congestion control supplements  and does 
not  replace  end-to-end flow control. 

CONGESTION IN DATA-COMMUNICATION NETWORKS 

A NY communication  network  has  a  limit to  the 
traffic it  can  carry. If there is  more than a  cer- 
tain traffic demand, some of the traffic must  be 

rejected.  Both  the  nature of the  limitation  and  the re- 
action of the network to excess demand  depend on the 
design of the  network. The network in  a  condition  where 
it  must  reject traffic is  called  “congested.” 

The avoidance of congestion  is of great  importance  to 
public data  networks because the facilities they offer will 
be built  in  to  computer  systems  that  are  vital  to  the op- 
eration of trade,  industry,  transport,  etc. Good planning 
and provision to  meet  demand is the only  means of 
avoiding  congestion. The  safety  margin needed to  guard 
against congestion will therefore be  high for  data  net- 
works. 
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In  the  same  way  that  strenuous efforts are  made  to 
avoid  faults in computer  systems  (but  the  reaction of 
the  system  to  faults is carefully  studied  and  engineered), 
so i t  is  necessary to  study  the reaction  of  data-com- 
munication  networks to  congestion,  even  though con- 
gestion  is to be  avoided  by adequate provision. 

Fortunately  the  approach t o  congestion can  readily be 
monitored quite  independently of its  deleterious effects. 
Therefore  it is not  necessary  to design systems in  which 
the  impairment of performance  near congestion is used 
to give warning of failure.  This simple  point  seems to 
have been misunderstood  by  some  commentators. We can 
therefore  strive  by good design to reduce the effects of 
overload while planning  for  the  network  not to  reach 
this condition and  monitoring  the  safety  margin con- 
tinuously. 

This  paper concerns the control of congestion  in  a 
particular  kind of data network that employs packet 
switching. 

PACKET SWITCHING IN DATA NETWORKS 

Packet switching  is a variant of the message-switching 
principles used to  handle  telegraphic messages, but  its 
aims  and  therefore  its design details  are different. It is 
characterized  by  a low figure of queueing  delay, which 
can be about 10 ms for  one transit  through a national 
network  using  today’s  technology.  A good current ex- 
ample of the  packet-switching  method is the Advanced 
Research  Projects Agency (ARPA)  network [ 11. 

The low delay figure  is  achieved by  employing  fast 
links  and  short message units.  Because  the blocks  of data 
to be moved  by the network  are of variable length but 
predominantly  short, a message unit of 1000 bits  or less 
is proposed. Larger blocks to be moved will be  broken 
into  these  small  units,  rather in the  way  that computer 
storage is  allocated  in  pages of constant  length while the 
user,  unaware of this,  deals in  segments. The same  sort 
of distinction  is  made  here  by  calling the customer’s unit 
a  “message” and  the  network  unit  a  “packet.”  This  term 
is the origin of the  name  “packet  switching.” 

Communication  through  the  network is usually  a  mat- 
ter of sending  packets  back  and  forth between  two sub- 
scribers.  While  they  communicate,  a  link is  said to  exist 
between  these  subscribers. But a  subscriber  may  also be 
a  multiaccess  computer or a cluster of terminals con- 
nected to  the network  through  a  local  packet  switch. Such 
a subscriber  must be able  to  establish  many  links a t  one 
time. It is  useful to. have  a word to describe the individual 
source or destination of data, whether i t  is  a  simple 
terminal,  a process in  a  multiaccess  computer, or one  of 
a  cluster of terminals multiplexed by  the subscriber.  We 
call i t  a  “socket,”  using the  ARPA  terminology.  A bidi- 
rectional  terminal  has two  sockets,  one  source,  and  one 
destination.  Links  are  therefore  established between 
sockets,  bidirectional  links  employing  two  sockets a t  
each  end. 

One  purpose of the link  concept  is to  simplify  the  task 
of a  simple  terminal  attached  to  the  network. For such 
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a simple  terminal,  outgoing  packets  must  be assembled 
and  formated  by  the  network  and provided  with  a 
destination field in their  headings.  Incoming  packets  must 
be rejected  unless  they come from the link-designated 
source.  Note that  the  link is  a software  feature. 

A succession of packets moving  from  source to  destina- 
tion  forms  a  data-communication  channel  that  has  a 
variable  data  rate. Because  links  can  have  variable 
capacity,  a  technique of data-rate control  must be de- 
veloped  for  these  networks. 

The  ultimate  limit  to traffic in  packet-switching  net- 
works  is  expressed in terms of information  carried  (e.g., 
packets/second)  whereas  the  limit  applying to  circuit- 
switched  networks is measured  in  numbers of calls. 

It is possible, in  principle,  for  a  packet-switching  net- 
work to  react  to congestion  by  reducing the effective data 
rate of certain  links. 

EXISTING METHODS FOR CONTROL OF CONGESTION 

By analogy  with  road tra.ffic, congestion  can be  ex- 
pected to begin a t  one  point  in the network  and  spread 
as  the queues fill and  links between  switching  centres  are 
blocked. Good control of the  route  taken  by  packets  can 
increase the load the  network will take,  but when the 
limit  is  eventually  reached,  several  links or nodes will 
tend  to be blocked  simultaneously. 

Existing congestion-control  methods can be classified 
as local or end to end. 

Local  control  is  applied  by  a  switching  center on the 
basis of its own local traffic data  (packet  rates, queue 
lengths)  also  using  operational messages received from 
its  immediate  neighbors.  These messages may request  a 
reduction of traffic over a particular  link,  or  restore  un- 
restricted  working, or they  may  contain  data on traffic 
or delays experienced, etc.  They come  only  from neigh- 
bors. 

Eventually,  as traffic levels  increase, the rerouting of 
packets  can no longer prevent congestion, and  the  net- 
work  must  reject traffic offered to  it. If the users who 
chiefly contribute  to  an  overload  are  distant  from  the 
point of congestion,  local  control  methods  require con- 
gestion-control  measures to  spread a long way  before 
effective  measures are  taken.  This is not  to  say  that local 
control  is  necessarily  ineffective, but  it presents  dif- 
ficult design problems. 

End-to-end  control  makes use of the notional  links 
that exist  between  subscribers (or, more correctly, be- 
tween sockets).  New  links that  might  cause congestion 
can be refused,  in the  same  way  that circuit-switched 
networks  operate. 

There  are some  objections to this  method. It controls 
the wrong parameters because  a  link  is not  associated 
with  any  particular  data  rate.  The  variable-rate  nature 
of links  must be preserved,  otherwise the designer of a 
teleprocessing system using the network  has to  look after 
data  rates  as well as  the logical structure of the neces- 
sary links.  A  valuable  feature of packet  switching is the 
ability  to hold  open  a link economically and  thus get 
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the  advantage .of rapid response,  even though  the traffic 
level may be low or  unpredictable. It may require  a con- 
siderable  number of links to serve a big  multiaccess  sys- 
tem  and even if these  links  are  limited  to one packet in 
transit a t  a time  (itself  a  limitation)  this will not  pre- 
vent congestion. The  number of packets  it is  desirable 
to  have in the system at one  time is quite low in  order to  
keep  queuing  delays  small. 

Control of the network  by  a  central  controller on the 
basis of all  available traffic data could be  effective but 
has  bad  features:  the  monitoring  and  control  data  in- 
creases the traffic load and  tbe  controller is  a  vulnerable 
part  of the  system. 

Nevertheless,  a good control  system  must  react  to 
congestion quickly,  and  not  only  locally,  therefore some 
kind of overall  control  is  needed.  Such  a  method  is  pro- 
posed next. 

ISARITHMIC NETWORK 

The  limitation  that  may cause  congestion,  whet.her a t  
a switching  center  or  over  a  link,  can be  expressed to  a 
good approximation  in  packets  per second.  Since the 
average  time  taken  to  handle  a  packet,  whether in 
switching  or  transmission, is not  very  dependent on traf- 
fic levels, the level of traffic. in  the network  can  be ex- 
pressed quite well by  stating  the  number of packets  in 
transit.  This  leads us to  the idea that  congestion  can 
be prevented  by  placing a limit on the  total  number of 
packets  in  the  network. 

To achieve this.  without  employing  a  control  center, 
.the  number of packets  in  the  network  can be held  con- 
stant. Such  a  network  is  called “isarithmic.”  Since  data- 
carrying  packets  must  be  created  and  destroyed,  the 
balance is kept  by using  empty  packets.  Thus when  a 
normal  data-carrying  packet  arrives  at i t s  destination 
i t  is  replaced  by  an  “empty,” which is put  back  into  the 
system.  When data  are rea.dy to  enter  the  network, an 
empty  packet  must be found  and  replaced  by  a  data- 
carrying  packet. . 1 

It is  necessary to  have a  rule  for  directing  empties 
around  the  network.  The rule  should  have a random ele- 
ment  and in its  simplest form it consists of choosing  a 
destination node at random.  At  the  destination, if data 
are  waiting  for  transit  they will use the  empty  packet, 
otherwise a new random  destination  is chosen for  them. 

The rules  for  handling  empties  can be  refined a,s a 
result of simulation  and  later  by  operational experience. 
The  amount of simulation  already  carried  out is small 
so the proposals given here are  mainly based on intui- 
tion  and need testing. As an  aid  to  intuition,  the collec- 
tion of packets  can be  regarded as a  gas composed of 
molecules  in perpetual  random  motion.  At  any  switching 
center  or node of the  network,  packets will arrive  and 
leave .at roughly  a  constant  rate  whatever  the  data 
traffic. Because of the randomness of the motion,  all 
packets will,  in time,  visit  a given  node. 

The method of operation proposed  for the  isarithmic 
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network  leads to  an  extra cause of delay, which  is the 
period  of waiting  for  an  empty  packet before data can 
be dispatched.  This is how access to  the network  is 
restricted  under congestion conditions, but  the designer 
should try  to minimize this  delay  and hopefully make  it 
very  small when the traffic level  is small. 

Clearly, when a  data-carrying  packet  arrives a t  its 
destination  and  an  empty is created,  data  waiting  at  that 
node  should have  priority for its use. Further  than  this, 
i t  is  possible to hold a  small  store of empties a t  a node 
(which  is  analogous to  the gas  molecules  being  absorbed 
on the  surface of the  container).  The rule now introduced 
is that  a  newly created  empty goes to  the  store  at once 
if  there is  space  for it.  The size of the stores of empties 
must be chosen so that a good proportion of packets  are 
left  in  motion  even  with no data traffic. 

Suppose that  the traffic was completely  balanced,  in 
the sense tha t   a t  each  node the same  number of data 
packets  arrived  as  departed.  There would then be no 
need for  empties  ever  to be in transit.  This condition  is 
unlikely to occur in a real  network,  but it  may  happen 
that  the  amount of unbalance is  roughly  known, as a 
function of time of day, etc. The tra,ffic in  empties could 
then be prearranged,  but  prearranged flows of empties 
should  not  account  for  more  than a certain  proportion 
of  them, because the  random traffic in  empties,  which 
deals  with the fluctuations,  must  not be  stopped. 

It may prove sufficient for an  empty in transit  to 
travel  only  to  an  adjacent node and so reduce the  journey 
made  before i t  becomes data  carrying a.gain. But  this 
method  should be used with  caution,  particularly in net- 
works of an elongated  character, where  one  end of the 
network could collect too  large a fraction of the  avail- 
able  packets.  None  of  the  elaborations described  is es- 
sential  to  the  operation of the  isarithmic  network,  but 
they  are proposed as  features  that  might improve  its 
performance.  Simulation is  needed to  test  them. 

The basic parameter for an  isarithmic  network is the 
total  number of packets in the network  and  to  take 
account of network size this  can be  divided  by  the  num- 
ber of nodes to produce  a  packet-content  parameter P. 
The performance  is  characterized  by C, the tot.al data- 
carrying  capacity in packets  per second. This  charac- 
teristic of C as a function of P depends chiefly on the 
storage  for  packets provided a t  each  node,  but.  details 
of design  such as  routing,  local  congestion  control,  etc., 
can be used to improve  the  characteristic.  Fig. 1 shows 
the  kind of characteristic  expected. For  P small  the 
capacity is proportional  to P, but  as P increases, C 
reaches  a  constant  value  due to  network  capacity  and 
then decreases as congestion  occurs. 

The curves  in  Fig. 1 were plotted  from  the  simula- 
tion,  in  detail, of a particular design of network. The 
curves  obtained  are  very  dependent on the  kind  of local 
congestion  control applied.  In  this  particular  investiga- 
tion,  quite  simple c,hanges to  the operation of network 
nodes  produced  improvements  in the  characteristics. 
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British  National  Physical  Laboratory  (NPL) experi- 
mental  system [2] where a  method  has been developed 
that seems satisfactory in this context: 

Earlier  in  this  paper  it  was  asserted  that  end-to-end 
control  by  limiting the  number of packets  in  a  link 
was not sufficient to  prevent congestion.  When a  network 
is used to connect. multiaccess  computers to  many 
terminals,  the numbe,r of links  can be very  large.  The 
small  number of packets i? the system at  optimum 
flow, such  as the 3-5 per node indicated by Fig. 1, makes 
any effective control  by  links  extremely  restrictive. 

Nevertheless,  end-to-end flow control  over  links is 
needed for  the benefit of the users who must  control  the 
rate a t  which they receive data. It is also needed to 
prevent  network congestion  because  of terminals.  that 
have  failed  to'accept  packets or to accept  them  as  fast 
as  they  arrive.  This  end-to-end  control should be ad- 
ministered as far  as possible  by the users  with  network 
intervention  only when the service as  a whole is  en- 
dangered.  Isarithmic  control  supplements  and does not 
replace  the flow control  over  each  link. 

3000- 
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Fig. 1. Characteristic of an  isarithmic  network (with 18 nodes). 

Those  plotted  here were based on an  intermediate  stage 
of development. We did  not  investigate the precise 
mechanism of congestion or in particular  what caused 
the  complete  stoppage of flow a t  a certain  value of P. 
By  better design the  saturation  can be pushed to higher 
values of P and  the  optimum  to higher  values of C. 
But  the general shape of the  characteristic will, it is 
thought,  remain  the  same. An important  parameter in 
the design was the size of the maximum  output  queue 
and  curves  are  plotted  for  the  values 3 and 8. For the 
former,  maximum flow occurs a t  P = 2, for the  latter 
a t  P = 4. The simulated  network  has on average 3+ 
output  queues  per node, so these  have on average '+ 

packet  for  queue  maximum 3 and 1 packet  for  queue 
maximum 8 at  the  optimum setting-a very low value. 

It may be objected that control of the  packet  total 
does not  prevent local  congestion by the accidental 
bunching of packets.  This  factor showed itself by ex- 
treme  variability in the simulation  for the falling part 
of the  curve,  and  the  points  plotted  are  the worst  cases 
observed. It is hoped,  therefore, that  Fig. 1 takes  into 
account the accidental  bunching of packets. 

Any  network  that is offered traffic beyond its  capacity 
must  reject some of it.  The  isarithmic  network  rejects 
traffic at   the point of entry  to  the high-level network, 
because the  rate  at which  empties become available is 
insufficient for the  demand.  In  this way the high-level 
network is  protected  from  seizing  up. 

The local  network is responsible  for  pushing back 
to  the user the  data-rate  limitation imposed  by this 
method of control. If no priority  rules  are used the highest 
speed  subscribers will be the first to be affected.  Be- 
cause of the wide range of data  rates employed  by 
subscribers,  a  limitation on high-speed traffic can  pre- 
serve the traffic of a  large  number of low-speed termi- 
nals, so there  may be some advantages in restricting 
high-speed  subscribers  first. Traffic control  in  a local 
network is one of the questions  being  studied in the ' 

OPERATIONAL QUESTIONS 

Where  two  isarithmic  networks  meet,  as  they  might 
at  international  boundaries,  data  may be transferred 
to new empty  packets so that  the  packet content of 
each  network is preserved. At such a  boundary a store 
of empties  rather  larger  than  usual  may be created. 
But  the  store of data  that  is  required at  the  boundary 
might be a source of trouble because i t  is a  packet  store 
within the network that is not controlled by the  isarith- 
mic mechanism. As long as  international  data traffic is a 
small  part of the  total traffic the problem  can be dealt 
with  by  giving  international traffic some priority, where 
it  enters  a  country, in the use of empt.ies. 

According to  the  detaiis of the design adopted,  there 
are  various  parameters such as  the  packet  content,  rout- 
ing of empt.ies, and size of store  for  empties that  can 
be varied  to optimize the network  operation.  These 
parameters  can be changed duri-ng operation  and  they 
can be made  to  vary  throughout  the  day  to  take  ac- 
count of different traffic conditions.  Such additional 
elaborations would only be adopted  after a good under- 
standing of network  behavior  had been gained. 

The  isarithmic  network  shares some of the vulner- 
ability of central  control, because a node fault could 
result in a  steady  gain  or loss of packets.  To give a 
rough  idea of time  scale,  assume that  a node  can  pro- 
cess a  packet  every 5 ms and  there  are 100 packets  in 
the  network. If a node  is  losing all  the  packets  it re- 
ceives, the half-life of the  packet,  content would be 
roughly 4 s. But if positive  acknowledgment  is  used, 
i t  seems  unlikely that  this kind of fault  can  happen. 
If it does prove a  problem,  an  independent  monitor of 
packet  input  and  output could be added to each  node. 

The  packet  content  can he altered  and  packets loaded 
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initially  from  any  node. TO make  a census of packets 
it suffices to  have  a  single  bit in each  packet  to record 
whether  it  already  has been counted.  Packets  can be 
counted as  they  arrive  at one particular  node. AS long 
as  t,here is some traffic a t  each  node,  stored  empties will 
not be retained,  but  it  might be  necessary to  generate 
data traffic in exceptionally  quiet  conditions in order 
to release  the  stored  empties  for  counting.  The  routine 
messages that  ask for traffic data  from  each  node will 
do this. 

To summarize,  isarithmic  operation is one  method 
for  the  prevention of congestion  inside the  network.  The 
method  can  be  elaborated in very  many  ways,  the  most 
significant  being  the  provision of stores  for  empties. 
Simulation  study is needed to discover  which of the 
many  elaborations  are  worthwhile. An extra  feature  that 
may need to be added is a  method of monitoring  packet 
gains  or losses in  fault  conditions. 
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A Communications Interface for Computer  Networks 
DONALD  KARP AND SALOMON  SEROUSSI 

Absiraci-The scope of this paper is  to  describe  the  architecture 
of a communications line protocol for  computer  networks. Develop- 
ment  and implementation details will be introduced  where necessary 
to clarify the presentation. 

The  need  for an architecture  to facilitate  interprocessor com- 
munications  has  been a requirement  to  the computing industry 
for  several years. The  described  line protocol was derived through 
an experiment with a  computer  network  designed  for heterogeneous 
machines,  and which utilized existing software. Due  to  the inflex- 
ibility encountered by this approach, the  architecture  is being 
reimplemented  using our own software. 

The  line  interface  was defined with flexibiiity as the foremost 
requirement.  The protocol developed  utilizes a miniinum set of 
line-control characters.  Information is passed  in the  header portion 
of the  transmitted block providhg  the capability of identifying a 
wider range of line-control and user-related  functions. Error 
recovery has  been implemented based on the  same type of messages 
and by transferring  line timing  responsibilities  from the  hardware 
to  the software. 
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I. INTRODUCTION 
HE DEVELOPMENT of computer  networks  has 
generated  a need  for an efficient computer-to- 
computer  line  protocol  that will handle  inter- 

active  communications  between  heterogeneous  comput- 
ing  machinery. The requirements  exacted  by a ’  computer 
network  are  such  that  presently  available  communica- 
tions  protocols  can  only  satisfy  them  by  means  .of 
cumbersome,  time  consuming,  and  highly inflexible pro- 
cedures. The scope of this  paper is to describe .an 
interface that will satisfy  the  requirements  for  this 
type of network. It is  our  intention to show a  simple 
network  communications  access  method (NCAM) , with 
line-control  procedures  based  upon  considerations es- 
sential  to  the  design of a flexible system,  and  structured 
to  make  optimum  use of all  available  resources. 

This  experimental version of NCAM is being  imple- 
mented to run  under  control of IBM  operating  system 
360-370. It should be noted, however, that  the protocol 
is designed to  operate  in a. half-duplex or full-duplex 
environment  and  with  other  types of hardware  and 
software  configurations. 


