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Abstract— We consider a simple network, where a source and nodes would have no processing or memory requirements, and
destination node are connected with a line of erasure chante would not introduce delay. This scheme would further adapt t
It is well known that in order to achieve the min-cut capacity, n,nown channel parameters. However, the achievableaate ¢

the intermediate nodes are required to process the informabn. | h th d-t d itv of th Il chia
We propose coding schemes for this setting, and discuss eactP"'y approac € end-lo-end capacity or the overall chianne

scheme in terms of complexity, delay, achievable rate, memop Which is in general less than the min-cut capacity of the
requirement, and adaptability to unknown channel parametes. network.

We also briefly discuss how these schemes can be extended to |n [5] the authors examined the benefits of intermediate
more general networks. node processing from an information theoretic point of view
Our work can be viewed as approaching the same problem
from a coding theory point of view.

Networked systems arise in various contexts such as thén [8] a scheme was proposed that takes advantage of inter-
public internet peer-to-peer networks, ad-hoc wireless nenediate node processing to approach the min-cut capawity, a
works, and sensor networks. Such systems are becompigs emphasis on the queuing theory aspects of the problem.
central to our everyday life. The networked systems toddihe authors show that if we allow intermediate nodes to
employ traditional coding schemes for end-to-end conaesti transmit random linear combinations of the incoming pasket
and are generally not tailored to the network environmemver a finite fieldGF(q), the transmission rate approaches the
For example, for reasons of design simplicity, intermesliainin-cut capacity ag goes to infinity. In this paper we will
nodes at a network are only allowed to forward and not fsresent alternative optimal coding schemes that apprdeeh t
process incoming information flows. However, as the size gfin-cut capacity using a constant field size, and in pasicul
communication networks grows, it becomes less clear if tebinary field.
benefits of the simple end-to-end approach outweigh those offhe paper is organized as follows. In Sectikh I we
coding schemes that employ intermediate node processingpresent our model and performance metrics in more detail.

From a theoretical point of view it is well-known thatin Section[dll we describe our proposed coding schemes. In
if intermediate nodes are allowed to decode and re-encaglection[]¥ we discuss generalization to other networks; In
the information sent by the source, —with no constrainSectionlYY we compare our results with some related work in
on complexity and/or delay,— then the information capaciiyiore details, and finally we conclude the paper in Se¢fidn VI.
between a sender and a receiver is upper bounded hyithe
cut capacity of the network, as described in [2]. A crucial Il. MODEL
point in making schemes that employ intermediate node-We consider a linear network that models a path between
processing practical and attractive, is in realizing bésefia source and a destination. The corresponding graph is com-
without incurring excessive complexity and delay. prised of a source node, a destination node and a series of

In this paper we propose coding schemes that empléy— 1 intermediate nodes. Thé edges between the nodes
intermediate node processing and discuss their perforenarmrrespond to independent memoryless erasure channdls, an
These schemes are based foontain codes, a set of rate- the information units sent over thith link are erased with
less codes recently proposed [4], [7] that have a number mbbability ;.
desirable properties for networked environments. We coempa We assume a discrete time model, where each node can
different coding schemes based on theamplexity, delay, transmit one unit of information at each time slot. For cadin
memory requirement, achievable rate, and adaptability; we purposes, we will treat each information unit as a symbol,
will define these metrics precisely in Sectigh II. but in general we can have a packet of symbols, and apply

For example, if we use an LT-code [4] to encddmforma- to each symbol of the packet the same encoding/decoding
tion bits at the source and simply forward any received bit aperation; in the following, we will refer to information iis
the intermediate nodes, we would ne@dk log(k)/C) XOR as packets or symbols interchangeably. Intermediate nodes
operations at the transmitter, adgk log(k)) XOR operations have the capability to process the packets they receive, and
at the receiver, wher€' is the end-to-end capacity of theuse them to generate new packets. We ignore the transmission
overall channel measured in bits per channel use. Inteateedidelay along channels (as it is beyond our control), i.e., we

I. INTRODUCTION



Source Destination placed on these performance metrics. For example, consider

€ €9 a real-time application, where information is collectedoin
@ @ blocks ofk packets that are encoded and sent over the channel.
In other words, we want to transmit the real-time informatio

from a source, as it is produced. Assume that we héte
such blocks. Then the delay overhead at intermediate nodes
can be considered to be a “set-up” delay for the connection,
experienced only once, and hence insignificantifis large.

Fig. 1. A path between a sourcé and a receiveC' with L=2 links.

assume that a packet transmitted at tidhaf not erased, is - . )
received immediately at the next node in the chain. On the other hand, the memory requirements at intermediate

Throughout this paper we will use as illustrating exampfa®des may be restrictive. Indeed, there might exist a large
the simple configuration depicted in FIg. 1 with= 2 links; number of connections (paths) that share an intermediate no

we will also discuss the generalization of our results tagkm that p_erf(_)r.ms processing. Thgs, the memory available for
chains. The source nodé encodest symbols to create:, each individual connection might need to be scaled down

coded outputs using a cod€; and sends them over theaccordingly.

channelAB. Node B will receive on average; (1 —e¢;) coded

symbols overn; time slots. NodeB will send n, packets, A. Optimal Delay and Memory Requirements
using a code (more generally, processin@). If node B

finishes transmitting at timé, wheremax{ny,no} < d < f icati inale ch | with valent
ny1 + no, then nodeC will receive on averagews(1l — e) tlme 0 commu_nlc?\lmn c;]ver ang ehc ann(re] V;/]'. gqfl.“\{e.l ent.
packets afterd time slots. For each coding scheme of thigmn—cut cgpacny. qte onever that V,Vlt this definition, 1t
tvpe. we define the following metrics: IS impossible to achleve a ‘zero delay_ schem_e even for the
ype, 9 simple network of Fig[ll. In fact, even if both linkéB and

1) Complexity for encoding/processing/decoding at nodeg( provide perfect feedback, there is an inherent delay to
A, B and C: the number of operations required as @e suffered due to the existence of sequential links. As we
function of &, n, andns. will see, even in this perfect setting, there is also a need fo

2) Delay incurred at the intermediate node: this is the memory storage, in amounts that grow within this section
time (d — k/Cuc), WhereCh, is the min-cut capacity. we will calculate the memory requirements, as well as the
We will remark more on this notion of delay in Secminimal delay which is incurred when perfect feedback exist
tion [M=Al below. certainly no coding scheme that does not rely on feedback can

3) Memory requirement: the number of memory elementsiransmit in less time.
needed at nodd. Section[Il-A will also comment on  The opvious optimal scheme in the presence of feedback
the minimal memory requirements of any coding scheme one where each node repeats transmission of each packet
over the line network. until it is successfully received at the destination. Nodthen

4) Aqhia/able rate: the rate at which informgtion is trans-completes transmitting in time ~ k/(1 — ¢). The operations
mitted from A to C'. We say that a coding scheme isyt nodeB can be described using a Markov chain with states
optimal in rate, if each individual link is used at a ratgfi € {0,1,2,---}, indicating the number of received packets
equal to its capacity. Thus it can achieve the min-Cu;| to be sent at each time; therefore at each time packets
capacﬂy petween the source gnd the destination. need to be stored in memory. At each time (whens 0),

5) Adaptability: whether the coding scheme needs to bijith a probabilityl — 2¢(1 — ¢) the state is unchanged, and
designed for specific erasure probabilitigsand > or  ith a probability2¢(1 — ), the state is increased or decreased
not. Fountain codes, for example, are adaptable in th§ | with equal probability. Therefore, aftertime slots, the
sense. dynamics of this system resembles that of a random walk with

We observe that, although it is possible to design a codeeflecting boundary & overn’ = 2¢(1—¢)n steps; (there is

over a single link that is both adaptable and is optimized fstight correction, due to ‘longer stays’ at stéitebut for large
achievable rate and delay, the overall coding scheme cannpthe probability of being at that state is insignificant.)ush
be adaptable if we want to jointly optimize for achievableera the expected value af,, is the expected value of the absolute
and delay. Indeed, assume that= 0. Then the scheme thatvalue of a random walk aften’ steps. Therefor&[z,| =
jointly optimizes the delay and the achievable rate reguir®(v/n’') = O(v/2¢k), where we have used that~ k/(1—e).
node B to transmit (forward) only when it receives a newNode B then completes transmitting the remaining packets
packet. However, if; ande, are equal and large, then a largén a timed =~ z,,/(1—¢). Therefore, the ‘delay’ of this scheme
fraction of the packets will get erased. In order to optimizis O(vek/(1 — ¢)), while the expected memory requirement
for delay, nodeB should transmit aboutﬁ packets for is O(vVek).

each packet it receives, without waiting to receive the nextThis argument can be extended to show that in linear
packet from nodeA. Therefore a single scheme cannot bretwork with L similar links, wherel is a fixed finite number,
rate-optimal for both cases. each intermediate node incurs a delayad/ek /(1 —¢)) and

Depending on the application, different emphases might bequiresO(v/ek) units of memory.

Recall that our notion of delay is linked with the optimal



[1l. CODING SCHEMES L, the overall end-to-end transmission is also rate-optioral
In this section we describe and compare a number of coditigde enough block lengthk, while each intermediate node
schemes for a line network with links. In the next section "€duires aboutn memory elements and contributes a delay
we will discuss how these schemes can be extended to m8fd/ (1 —€).

general settings. Below we will discuss a few possible methods to design
We will use the configuration in Fi§l 1, with = 2, as the Systematic codes. _ _
illustrating example, and assume for simplicity that= e; =: 1) Fixed Codes: Here we use a fixed systematic code,

¢, in which casen; = ns =: n. In all schemes below we will consisting ofk systematic bits (packets) aid/(1 — €) parity

use as codeC; over the link AB, a fountain code, such ascoded bits, to transmit the information over linkC. A

an LT-code or a Raptor code; as demonstrated in [4] and [#}Stématic LT-code [7], or a Tornado code [3], for example,
these codes are low complexity, rate optimal, adaptablesogan be used to generate the parity bits, and in fact any fixed
over erasure channels. Then for each different coding seherfyStématic code can be used for this purpose. Although not
we will specify the codeC, over the link BC. A summary of adaptable to unknown channel parameters, these codes have

the properties of all these schemes will be provided in TBbleVery low encoding and decoding complexities. Tornado codes
for example can be encoded and decoded With log(1/4))

A. Complete Decoding and Re-encoding operations, wherd is a constant expressing the (fixed) rate

An obvious scheme is to use a separate code for each of gegalty.

L links of the line network, and have each intermediate node2) Sparse Random Codes: In this scheme, the non-
completely decode and re-encode the incoming data. Thesystematic packets are formed as random (sparse) linear com
is obvious that we can achieve the min-cut capacity by usifipations of the systematic ones. More precisely, whenaver
optimal codes (e.g. LT-codes) over each link. However, thew packet is received dt, it is added to the storage space
system suffers a delay of abokt/(1 — ¢) time-slots due to allocated to each of the non-systematic packets indepégden
each intermediate node. Indeed, at ndglewe can directly and with a (small) probability.

forward the (1 — ¢)n received coded bits without delay, and Theorem 1: With p = (1 + §) log(ek)/(ek) for 6 > 0, the
then, after decoding, create and send an additionhits over described systematic random code asymptotically achinees
the second channel. capacity over the channélC.

This straightforward scheme imposes low complexity re-  Proof: [Sketch] Supposé’ ~ k(1 — ¢) systematic sym-
quirements. We only need(klog(k)) binary operations at bols are received at', and letl = k — k" ~ k. We will then
each intermediate node to decode and re-encode an Wit for a further! + clog,(l) non-systematic symbols to be
code, and the complete decoding and re-encoding scheme #&lag received at’, wherec > 1 is a constant. After eliminating
memory requirements of the ordéx(k). Moreover, LT-codes the received systematic symbols, these linear combirgatan
adapt to unknown channels in the sense defined previouslje described by a randoifd + clog(l)) x [ binary matrix,

i with i.i.d. entries which are nonzero with probability =
B. Systematic Codes (1 + 0)log(ek)/(ek). The results of [1] can be extended to

The complete decoding and re-encoding scheme of thieow that, ifp > log(l)/I, the probability that such a matrix is
previous section is adaptable, rate optimal and has low conwet full-rank approaches zero polynomially fast withUsing
plexity. However it requires each intermediate node toestothis and the law of large of numbers then, with high probgbili
in memory the entiré: packets of information in order to re-C' can retrieve all thek symbols received a3, —e.g. by
encode. We propose a class of coding schemes, which we aplplying Gaussian elimination to this sparse matrix,— Whic
systematic schemes, which minimize the memory requirementcan then be used to decode the fountain c@de This code
at the intermediate nodes, but require the knowledge of tban decode thé information symbols from an average of
erasure probabilities of the links. k + clog(ke) received symbols af’, and hence this scheme

Once again we consider the network in Hij. 1 and assumae optimal for largek. u
that we use a fountain codé; for link AB. In a systematic  The complexity of decoding this code is that of inverting
scheme, the intermediate nogefirst forwards each coded bit the sparsée x ke matrix, which isO((ke)? log(ke)). In fact, it
(packet) fromC; as they are received, these are the systematign be shown thaD(log(k)/k) is the smallest possible value
bits (packets). Meanwhilel? forms (aboutyne = £< linear for the probabilityp, and equivalently the density of the non-
combinations of the systematic bits, which are transmiited systematic part of the code, if the code is to be decodable wit
the ne time slots following the transmission of the systematinegligible overhead. In that sense, the scheme providesl her
bits. Thus all systematic codes will incur an average delaffers the lowest decoding complexity for any such random
of en, and will requireen memory elements. The savingscode where the parity bits are chosen as linear combinations
in memory, as compared to the complete decoding and tsf-the systematic bits with i.i.d. distribution.
encoding, is significant when the erasure probahilitysmall.

In a linear network withL links, the same scheme can bé&- Greedy Random Codes
repeated at each intermediate node. Since the operatiaclat e In this scheme, at each time slot the intermediate nBde
intermediate node is rate-optimal, it follows that for eéiged transmits random linear combinations (o¥&F (2)) of all the



TABLE |

CODING SCHEMES THAT SENDk BITS FROM THE SOURCE TO THE DESTINATION

Scheme Intermed. node complexity Delay Memory | Adaptable | Rate Optimal
Optimal (Feedback) 0 Vke/(1 —¢) Vke yes yes
Complete Dec-Reeng klogk/(1 —€) ke/(1—¢) k yes yes

Systematic Fixed klog(1/6)/(1 —¢) ke/(1—¢) ke no yes
Systematic Random (ke)? log(ke) ke/(1—¢) ke no yes
Greedy Random k2 log(k) \/kelog(ke)/(l —€) k yes yes

packets it has received thus far.

is a random lower-triangular matrix of the type discussed in

The main advantages of this random scheme are its addptepositior[]L.
ability and optimality in terms of delay. The drawbacks are A closer examination of the proof of Propositibh 1 reveals
large memory requirement, and high decoding complexithat, in order to makeE[|K|] — 1 converge to zero, it is
which is O(k? log k) XOR operations on packets. sufficient that, for each columinthe matrixA contains at least

We will need the following proposition to analyze thek-+clog(k)—1 rows with Bernoulli(1/2) random variables at
optimality of greedy random codes. theith position; this will then guarantee that the sizefohV;

Proposition 1: Given a constant > 1, let A be a ‘random is no more than /k¢, for somec > 1, and we use[{1) to obtain
lower-triangular’(k + clog(k)) x k binary matrix, where the the desired result. The interpretation of this statemerth@
entries A; ; are zero forl < i < j < k, and all the other context of our coding scheme is that, in order to be able to
entries are i.i.dBernoulli(1/2) random variables. Then decode with high probability af', it is sufficient that for each

1 1=1,---,k, at leastk + clog(k) — i packets are successfully
transmitted oveBC after B has received thé&h coded packet
from A.

Let ag and 3, denote the number of packets successfully
transmitted over linksi B and BC' respectively. Suppose now
that we end transmission at a timewhen C' has received
k + 1 packets, i.e.,5, = k + [, wherel = o(k) will be
appropriately chosen. Then the number of packets that will
that is, V; is the set of vectors which have their first be received byC' after a timed is equal tok + [ — f34; this,
components at positiof] then are2*~* such vectors. Lett; Wwe would like to be at least + clog(k) — aq. In other
denote thejth row of A. Then it is easy to verify that, for any words, the sufficient conditions above require that at each
x € V;, the probability thatd; - x = 0 is one forj < 4, and is time d = 1,---,n, the quantityay — 3, be greater than
1/2 for j > i. Therefore the expected size of the intersectionlog(k) —I. Butz, := aq— 3, behaves similar to a symmetric

Pr [rank(4) < k] < ——.
Proof: Let K denote the right kernel ofl, i.e.,

K:={xecGF2)"| A -x=0}.
We will find the expected size oK. Let
Vi :={x € GF(2)*|2; = 1, and forj < i z; = 0},

of V; and K is one-dimensional random walk: in fact, ih — 2¢(1 — ¢)
1 1 fraction of the time slotsyy; remains unchanged, while in
k—i (Z\k+clog(k)—i+1 _ . o
2 (2) = 3% the other2e(1 — ¢) fraction, it increases or decreases by

with probability 1/2. Therefore, inn ~ (k +1)/(1 — ¢) time
) ) it takes to complete transmission as described aboys,
expected size ok’ is movements are identical to’ steps of a random walKy; },
Foq 1 wheren’ = 2ne(1 — €) ~ 2ke. Straightforward calculation
E[K|=1+) o SEoT (1) then shows that with = O(+/n’log(n’)) = O(y/kelog(ke)),
i=1 the probability that{y;} at any time: < n’ goes below
Now the expected size of the kernel can be used to bound the is polynomially small ink. This proves that, with high
probability thatA is not full-rank: probability, thek packets of information can be retrieved(at
) elog(ke) .
E[K]|] _ Z]?:o Prlrank(A) = k — i]2i from k(1 + \/ —5—) received packets. The ov_erhead goes
v to zero ask becomes large, and hence this coding scheme is
> Pr[rank(A) = k] + 2 Pr[rank(A4) < k]

asymptotically rate optimal.
It follows that Prlrank(A) < k] < E[|K|] — 1 = 52—

The setsV; for i = 1,---,k partition GF(2)*\{0}, thus the

- IV. GENERAL NETWORKS

An immediate consequence of Propositith 1 is that, if In this section, we will represent a communication network
the channels were noiseless, i.e.,= 0, then the greedy of binary erasure channels as a directed acyclic graph.
random coding scheme described above is rate optimal;ghis i Assume for simplicity that all edges of the graph have the
because, with high probability, node can perform Gaussian same capacityC,. Consider a unicast connection; then the
elimination on the generator matrix of the co@&, which min-cut capacity between the source and the destination is



mCy for some integerm. It is straightforward to see that V. COMPARISON WITH PREVIOUS WORK
if we are employing a capacity-achieving coding scheme, ity (8] a scheme was proposed that takes advantage of
is sufficient to route the mformatlop along parallel paths jntermediate node processing to approach the min-cut igpac
Py, -, Py, where each pati; consists ofL; links. We can The authors model the departures and arrivals at nodes as
then directly apply the coding schemes previously desdribpgisson processes and work out the queuing-theory aspects
to each path separately. of the problem. The employed coding scheme allows inter-

In practice, since coding schemes will employ codeworgfediate nodes to transmit random linear combinations of the
of finite block lengths, there might exist benefits in comb@ni incoming packets over a finite fieldF(¢). The transmission
independent information streams [6]. Moreover, not allesigrate approaches the min-cut capacity;ages to infinity. This
mighF be u_sed at the same rate, for example because of eagteme, as described in [8], requi@e:2(1 — %)) operations
considerations. to encodek symbols at the transmitte€)(k?) operations for

Consider a routing scheme that observes the flow conserdacoding at the receiver, a2 (1 — %)) operations at each
tion principle and utilizes each edge at rate smaller or Equatermediate node. Moreover, the operations are 6E(q)
to its capacity. Since all the component codes are line@at are more complex than binary operations. Intermediate
the received symbols along a linkin the network can be nodes require storage capabilities fopackets oveGF(q).
described using afv; x k;) matrix, wherek; is the number of  The main benefit of the scheme in [8] is in terms of delay as
information symbols sent along the link, angdis the number we do not decode at each intermediate node. Indeed, complete
of received symbols. The point we make in this section is, th@tecoding and re-encoding requires a delayeoftime-slots.
as long as all such matrices corresponding to the interrteedijowever, note that the scheme in [8] achieves the min-cat rat
links have full column rank, the end-to-end matrix that thgyr largeg, i.e., assuming that we are able to séngl,(¢) bits
receiver will have to decode in order to retrieve the infotiora per time-slot instead of one bit per time-slot as we assume.
bits, will also be full rank and hence decodable. Thus in this sense it is not clear that the comparison is fair.

Indeed, given the matrices associated with all individual In fact, the coding scheme employed in [8] can be thought
links, to create the end-to-end matrix, we will have to perfo as employing the greedy random codes in Se¢fionllll-C, where
the following types of matrix operations: the linear combinations are performed o¢&F (¢) instead of

o Partitioning a matrix into parts, to create the equivalerI1tPe binary field, and Where_ the e”COd'”9 matrix IS not sparse.

matrix corresponding to splitting an input stream tJhu_S our results can be v_|ewed as an improvement over the
multiple outgoing streams, such as naden Fig. . coding scheme proposed in [8].
o Multiplication of matrices, in order to create the equiva- V1. CONCLUSION

lent matrix corresponding to serially concatenated chan—In this paper we have examined the problem of communi-

”.e's'_ such as_noddﬁ andC'in F_lg.lZ. _cation over a line network, where processing of informatibn
+ Finding thE." direct sum O_f matrices, t(_) create _the €AUNAe intermediate nodes is required in order to achieve time mi
alent marix correspondmg .to merging multiple inpu t capacity, and we have included guidelines to extend our
streams Of. a pode into a single outgoing stream, Suﬁfkults to general networks. We have proposed coding seheme
as nodeD in Fig.[. based on fountain codes. Each scheme has been analyzed and
evaluated in terms of complexity, delay, memory requiretmen
achievable rate, and adaptability (see Tdble I). In general
e there is a trade-off between these desirable propertig$, an
Ry Ry an absolute best scheme is not claimed.
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